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ABSTRACT

Weather and climate forecasts can help agricultural producers improve management choices in anticipation of uncertain growing conditions. Much literature conjectures that the extent to which forecasts are useful depends on their accuracy, i.e. the probability with which a forecasted event, such as precipitation, is projected to occur. Too little accuracy can potentially render forecasts effectively useless, even if they convey some form of information. In this study, we collect farmer-based data through a questionnaire and a framed field experiment to test for the existence of an accuracy threshold for forecasts, below which forecasts do not induce any behavioral changes. We do this in the context of a very specific management choice—the timing and amount of nitrogen that Kentucky farmers apply to their wheat—in response to randomly-generated forecasts of rainfall conditions. We find that forecasts provide economically significant value to decision makers only when they depart dramatically from what is normally expected. These results have implications that extend beyond the nitrogen-application decision for winter wheat: if this type of behavior is widespread, at current accuracy levels, other types of forecasts may be of little value to decision makers and therefore go unheeded.
1. Introduction

Weather and climate forecasts are viewed as holding great potential in aiding agricultural producers to increase profits and reduce weather-related losses. A large literature is concerned with the estimation of this potential, typically using either the cost-loss model or the decision-analytic framework pioneered by Nelson and Winter Jr. (1964) and Hilton (1981). In the former, agents can decide whether to engage in costly measures of protection against the potential losses from an uncertain, adverse event (e.g. a drought). With the latter, agricultural managers receive forecasts, update their weather or climate expectations, and choose the utility-maximizing management choice(s) based on these updated expectations. In both approaches, the value of a forecast source is defined as the difference in the revenue stream resulting from the manager heeding these forecasts compared to that which would result in their absence. Most such studies focus on seasonal climate forecasts, particularly those related to the El Niño Southern Oscillation (See Meza et al. (2008) for a recent review).

Probability forecasts of precipitation are imperfect, meaning that even if the forecast is correct, the predicted event takes place with less than 100 percent certainty. Moreover, the estimated values of forecasts from the literature vary widely based on modeling assumptions about locales, crops, relevant management decisions, manager characteristics (e.g., objectives, risk preferences and management constraints), forecast events, and forecast characteristics (e.g., lead time, format, and accuracy) (Meza et al. 2008). However, as long as the forecasts are correct and impart some information, the end user should never be worse off as a result of having consulted them. Despite this, the reported use of forecasts appears to be low, where a recent review finds user perceptions of low accuracy to be the most commonly cited barrier in the U.S. and Australia (Mase and Prokopy 2014).
The precise meaning of ‘accuracy’ depends on the type of forecast (e.g., post agreement rates and hit rates for deterministic, categorical forecasts). For the analysis of probability forecasts in this paper, we use the term accuracy to mean the probability with which a particular event is projected to occur. For example, for the forecast, “It will be an El Niño year with 60 percent probability,” the accuracy is 60 percent, assuming no bias or uncertainty in the forecast itself. Skill, too, measures another dimension of a forecast. For the purposes of this paper, we interpret the forecast skill as the amount of novel information conveyed in a forecast. Given our probability forecasts, if the accuracy of a forecast is high enough that it is able to provide information beyond some baseline expectation (e.g., climatology), then we refer to that forecast as being skilled.

Hu et al. (2006) address the relationship between use and accuracy—both real and perceived—among U.S. row crop growers and conclude, “The fact that the features of forecasts have changed over time but that the use of forecasts by farmers has not changed suggests the need to focus on the internal factors and reevaluate the forecast use and influence from the perspective of farmers, asking the questions concerning not only how farmers perceive forecasts, but also how farmers value those perceptions (p. 1191).” It is plausible, however, that managers find forecasts not worth consulting, even when they correctly perceive the accuracy of those forecasts. This is because even a ‘correct’ ex ante response can be the ‘wrong’ choice ex post, some of the time. Less obviously, managers are also less likely to respond to forecasts if forecasts are skilled but have low accuracy, a necessary conditions for forecasts having positive value (Kusunose and Mahmood 2016).

Despite the accuracy improvements seen in recent decades (as documented by O’Lenic et al. (2008)), many types of climate and weather forecasts are still of low accuracy. Furthermore, scholars anticipate only modest improvements in accuracy in the future (Westra and Sharma 2010). This is potentially concerning for forecast developers given the notion from the field of economics that even a skilled forecast can be of zero use-value to a user (e.g., Radner and Stiglitz (1984)).
Joseph Stiglitz, in his 2001 Nobel Prize lecture, famously stated, “…it never paid to buy just a little bit of information.” While this may be the case, the quantification of ‘too little’ or a more precise evaluation of this notion would be important among developers of forecast-based agricultural decision-support tools. Indeed, Moeller et al. (2008), using a simulation model of a crop production system in Western Australia, show that low skill—which is related to low accuracy—can cause forecasts to have zero value. However, this and other simulation models effectively assume managers as making ‘rational’ management choices, which may or may not be the case.

In this study, we use farmer-based data to test for the existence of an accuracy threshold for forecasts, below which forecasts do not induce any behavioral changes. We specifically examine i) whether there exists an accuracy threshold below which managers appear not to act upon forecasts, ii) which types of events elicit changes in management, and iii) the relative importance of forecasts, compared to that of heuristics. We do this in the context of a very specific management choice—the timing and amount of nitrogen that Kentucky farmers apply to their wheat in early spring—something that we presume farmers make in consultation with precipitation forecasts. We use a questionnaire to ask wheat producers about their forecast sources and typical spring nitrogen application practices, and then run a framed field experiment in which the same producers state their optimal nitrogen application rates (and the timing of the applications) in response to a series of hypothetical week-ahead precipitation forecasts. These experimentally-generated data are then analyzed to detect the existence of accuracy thresholds.

This study fits into the relatively small literature that examines user responses to weather forecast information using an experimental setting. This experimental literature is typically concerned with user responses to the format of forecasts (e.g., Roulston et al. (2006), Roulston and Kaplan (2009), Joslyn et al. (2009), Nadav-Greenberg et al. (2008)). Our research question is closest to that of Morss et al. (2010), who use a nationwide U.S. survey to elicit the actions that respondents would
take in response to forecasts of rain or low temperatures. For rain forecasts, the survey asked participants to choose whether to move a picnic indoors and whether to pro-actively release water from a reservoir. In the case of forecasts for low temperature, respondents chose whether to cover their garden plants and, in the second question, protect their orchard against frost. They, too, are interested in identifying accuracy thresholds at which point users will take actions in response to probability forecasts. As will be discussed in detail below, our field experiment and findings bring unique and valuable evidence to this question. For example, we present probability forecasts in a way that curtails any biases from uncertainty, (incorrect) perceptions of accuracy, and/or prior beliefs that users may have; all of our respondents are relatively knowledgeable and interested in precipitation forecasts; and we present these respondents with a highly salient scenario, which means that the stated answers of the respondents are more likely to represent their true actions accurately.

The organization of this paper is as follows. Section 2 gives a brief background of winter wheat farming in Kentucky, provides the setup of the survey and the field experiment, and describes the regression model used to analyze the collected data. The results of the survey, experiment and regression analysis are then presented in Section 3. Finally, section 4 concludes with a discussion of the results and the limitations of our work.

2. Methods

This study uses a framed field experiment to examine farm management decisions relating to the timing and application rates of nitrogen for winter wheat. In the experiment, or ‘game,’ we ask growers to state their optimal spring nitrogen application (or top dressing) decisions in response to a series of hypothetical precipitation forecasts of varying accuracy. The experiment is accompanied by a questionnaire that gathers additional information about the backgrounds of par-
participants. This section begins by describing the context and background of our study, followed by a description of the survey and field experiment.

a. Area and Context

In Kentucky, winter wheat is typically grown as part of a three-crop rotation (corn/wheat/double-crop soybeans). Winter wheat is harvested in June, providing an important source of cash in the summer months; it can aid in weed suppression, and provide valuable ground cover to prevent soil erosion. With wheat production, nitrogen is the nutrient requiring the most management, and the most critical application window is in late winter/early spring, just as the wheat crop begins to uptake nitrogen rapidly (Lee et al. 2009). Nitrogen is generally applied either through (i) two applications (in late February and in early March—this is called a ‘split’ application) or (ii) one application (typically in early March—called a ‘single’ application). In either case, amounts are typically adjusted depending on soil and rainfall conditions (Lee et al. 2009).

Most relevant to our study, winter wheat is a rainfed crop, and the optimal amount of rainfall during the application period is crucial. Insufficient rainfall prevents applied nitrogen from reaching the root zone. However, too much rainfall causes crop yields to suffer because wheat is generally intolerant of poor drainage, nitrogen losses are higher, and farmers cannot access fields with their application equipment (Lee et al. 2009). Thus both the timing and the amount of rainfall must be within a particular range for a manager to receive a return on his fertilizer application. Of course, managers cannot control the rainfall that they receive. They do, however, have some flexibility in terms of when and how much fertilizer is applied during this three-week window. Crucial to our research design, these decisions require some advance planning, as arrangements for machinery and even fertilizer purchases must be made ahead of time. Thus, producers are likely to rely on expectations of precipitation to decide how much (if any) fertilizer to apply.
The Ohio Valley\textsuperscript{1} happens to be where the warmer, moisture-laden air from the Gulf of Mexico and continental polar air meet (Mahmood 2019; Dixon 2019). Western Kentucky (at the western edge of the Ohio Valley) is where most of Kentucky’s wheat is grown. Here, the average monthly precipitation is 4.15 inches, with the most rainfall being concentrated in April and May (which average 5.28 and 5.27 inches, respectively) and the months with the least precipitation occurring in January (3.89 inches), July (3.96), and November (3.95). The precipitation averages for February and March, which comprise our window of interest, are 3.51 and 4.55 inches, respectively. Early spring is a transition period, when the circulation patterns of winter give way to the patterns of summer. Indeed, the coefficient of variation (across years) is high in March (0.50) and then again in August, September, October, and November.\textsuperscript{2} In Western Kentucky, precipitation is generally abundant year-round, but it is particularly difficult to predict at these times. The Climate Prediction Center’s (CPC) 6-to-10-day precipitation outlooks hardly ever show above- (or below-) average rainfall probabilities that exceed 50 percent at any time of the year (Dixon 2019), much less in early spring.

\textit{b. Survey & Experiment}

The data for this study were collected in a one-hour session that was part of the 2015 Annual Winter Wheat Meeting in Hopkinsville, Kentucky, a conference hosted by the University of Kentucky and sponsored, in part, by the Kentucky Small Grain Growers Association. It is a day-long affair in which researchers and extension specialists from various disciplinary fields and multiple

\textsuperscript{1} This is the Ohio Valley River Drainage Basin, which includes nearly all of Kentucky and West Virginia, as well as parts of Tennessee, Illinois, Ohio, and even Pennsylvania. It is considered a meaningful geographic unit in that it is a low area that is topographically homogeneous, relatively speaking.

\textsuperscript{2} These monthly statistics are calculated by the authors using a 20-year (1994-2014), data series available on the Kentucky Climate Center website (http://kyclimate.org/data.html), which is maintained by Western Kentucky University.
Kentucky universities hold educational sessions. This conference is widely publicized and highly attended, with attendees comprising mostly of producers and crop advisers, the latter being able to earn continuing education credits for attending. All attendees in the auditorium were invited to participate in the session. The session began with a 10-minute presentation explaining the experiment, followed by 15 minutes to complete a questionnaire, and the experiment itself, which took 25 minutes. Participants responded to the questionnaire and experiment with paper and pens provided by the researchers. All responses were then manually digitized for analysis.

The questionnaire contained a total of sixteen questions that assessed the background, experience and management strategies of participants with respect to top-dressing winter wheat. For example, it inquired about the participants’ sources of weather forecast information and their yield expectations. These were assessed through multiple choice questions such as “Which of these weather forecast products do you regularly consult? (Check all that apply.)” and open response questions like “On your farm, what is a ‘very good’ (good, typical, mediocre, bad) yield (farm average in bushels/acre)?” Expectations for rainfall were gauged by presenting participants with a picture of a rain gauge marked with inches and asking participants to shade in the ranges of rainfall that they consider to be ‘drought,’ ‘normal rates,’ and ‘waterlogging’ rates. The survey also asked participants to choose nitrogen application rates and timing under various weather conditions, assuming those conditions were known with certainty. Specifically, the questionnaire asked “Given each of these March conditions, what is your best nitrogen application strategy? (For each of the 5 conditions below, first check either ‘single’ or ‘split,’ then indicate the rate(s) that would apply under these conditions.)”. The full questionnaire is included in the Appendix, with completion rates noted next to each question. These questions complement the results from the experiment (described next), as they provide more context about the participants and potentially the determinants of their sensitivity to forecast accuracy.
At the start of the experiment, we explained the rules of the ‘game,’ and discussed the hypothetical scenario to which farmers would be asked to repeatedly respond—or the framing. We asked farmers to imagine their wheat fields in late February, given their local soil type (which managers stated in the questionnaire), moderate-to-dry soil conditions, medium-to-low yields on the preceding corn crop, a typical nitrogen price (also stated), and an ‘average’ season so far in terms of all other growing conditions. Also as part of the framing, we asked farmers to reflect on their goals when managing their crops. The example goals we discussed in the explanatory session were achieving the highest yields possible, maximizing profit, earning enough to cover all cash costs, and clearing a particular per-acre profit margin.

The experiment comprised players playing twelve rounds, or ‘seasons,’ within each of which players decide whether and how much nitrogen to apply at two junctures—late February and early March—based on precipitation forecasts for those two periods. Each round followed the sequence:

1. February forecast is announced and displayed. 2. Participant chooses February application rate. 3. February rainfall is revealed. The same three steps are repeated for March, after which participants self-evaluate their harvests. Farmers noted on a worksheet these harvest ratings, along with their application choices and the rainfall outcomes. We next provide additional details of this process.

Forecasts for both February and March mimicked the CPC’s 6-to10-day precipitation outlooks, where information was presented in a three-category format—‘drier-than-normal,’ ‘wetter-than-normal,’ and ‘normal’—with the first two categories having a probability associated with it (e.g., ‘90% chance wetter than normal’). In addition to announcing these forecasts orally and visually, we displayed them on large (one yard in diameter) paper pie charts. On these pie charts, the three-category forecasts were broken down into the relative probabilities of five rainfall scenarios—very dry (VD), fairly dry (FD), normal (NO), fairly wet (FW), and very wet (VW)), with the goal of
mitigating the likelihood that participants would interpret the three-category forecasts in different ways. We made sure that everybody could clearly see the pie chart before affixing it to the prize wheel, which we then turned.

It is important to note that we did not describe the five rainfall conditions using inches of rain; rather we made clear that ‘very wet’ connoted waterlogging conditions and that ‘very dry’ connoted drought conditions. We did this under the assumption that the same conditions could be triggered at different rainfall rates depending on the soil types and even wheat varieties on participants’ farms. Upon subsequent analysis of the questionnaire data, we would learn that the average respondent would consider a rainfall rate lower than 1.5 inches per month to be ‘very dry’ and rainfall exceeding 6.7 inches per month to be ‘very wet.’

The forecast probability distributions for the experiment were chosen from the set of distributions in table 1. As an example, the three-category format of ‘90% chance wetter than normal’ (row ‘90% wetter’ in table 1) has a probability distribution over rainfall categories of very dry, fairly dry, normal, fairly wet, and very wet that is respectively 0, 0, 10, 40, 50. The February and March forecasts in each round are shown in table 2.

While the distribution and sequence of forecasts (and pie charts) were determined beforehand, the realized outcomes (also shown in table 2) themselves were random and determined by spinning the prize wheel. We followed Hayman et al. (2007) in using the pie charts and prize wheel to depict the forecasts. While their use may seem incidental to the game’s set-up, we believe that they were integral in helping our participants understand i) the nature of probability forecasts and ii) that the probability distribution itself—if not the outcome—is certain. With this format, we could reasonably assume that responses were minimally influenced by participant priors or uncertainty of the forecasts themselves. At both the February and March junctures, precipitation outcomes were revealed only after participants made their fertilizer decisions.
At the end of each season, participants self-evaluated their harvest on a five-point scale (by circling one: bad, mediocre, typical, good, or very good), based on the two rainfall outcomes received and the two application choices that they made. The self-evaluation component was included mainly for the purposes of improving the comprehension of the game, providing performance feedback, and maintaining participant interest. The player-specific definitions of these harvest categories were captured in the questionnaire.

The game began with three practice rounds, or ‘seasons.’ Comprehension was checked after each of these practice rounds. Participants then played twelve ‘real’ seasons. Because of the ‘live’ format of the game, all participants saw the same sequence of forecasts and outcomes. In order to maintain the interest level for 12 seasons, every four seasons we asked players to volunteer their strategies behind their best and worst seasons. To those who did well and were intrepid enough to share their results with the group, we liberally handed out 1/87-scale model tractors; to those whose choices were, in hindsight, unlucky we handed bags of peanuts. The participants sharing their outcomes reported which season was best (worst) and why, such as, “Round 6 was my best season: I put down 50 pounds and then had normal rain, and then put 60 pounds and got fairly wet conditions.”

Many concerns are rightfully raised with respect to the validity of the responses collected through experiments of any sort. The primary concern with our experiment is that participants might treat it as a mere game and may not consider their choices as carefully as they would in real life. This being a framed field experiment, the risk of unrealistic responses is reduced. The game is concrete and relevant, as it asks professional growers of wheat to respond to realistic and plausible hypothetical situations within the familiar framework of the spring top-dressing decision. Thus it satisfies the first two criteria listed by Harrison and List (2004) of knowledgeable players and salient scenarios. Moreover, we believe that self-evaluation of yields after each of the twelve
rounds also kept participants engaged and cognizant of the consequences of their decisions during the game; this feedback mechanism was built into the game in order to bolster Harrison and List’s third criterion of consequentiality.

c. Regression Model

We follow the survey and experiment by taking our collected data to a regression model in order to test for systematic behavioral responses to forecasts. Since we observe multiple choices per participant, observations in our regression model is at the participant-round level.3 We test for behavioral responses using a two-step approach. First, we estimate the following model of nitrogen application rate in lbs/acre ($N_{feb}i, r$) at the February juncture for participant $i$ in round $r$:

$$N_{feb}i, r = \delta_0 + \delta_1 r + \delta_2 r^2 + \delta_3 \text{harvest}_{i, r-1} + u_{i, r}$$

where $r$ denotes the round in the game, $\text{harvest}_{i, r-1}$ is participant $i$’s subjective harvested amount in the last round (evaluated on a five-point scale), and $u_{i, r}$ represents any remaining factors that contribute to the February application rate that are not already explained by round number and previous yield performance. Second, we use the estimated coefficients from equation 1 to recover the residuals from the regression, $\hat{u}_{i, r}$, and calculate the conditional mean and variance of these residuals at various forecasted probabilities (10, 20, 30, 40, and 50 percent) of being ‘very wet’ or ‘very dry.’

The inclusion of a quadratic term in $r$ in the regression model controls the potential for (non-linear) learning to occur between rounds. Any dynamic dependence in behavior would also be captured by $\text{harvest}_{i, r-1}$ if participants’ nitrogen application decisions are driven by previous harvest outcomes. These controls ensure that the measured responses in nitrogen application to forecast probabilities are absent any learning or dependence between the rounds of the game. In addition,

---

3For example, if 5 participants completed all 12 rounds of the game, then there would be 60 observations.
we augment the model to include a fixed effect for the respondent so that the regression analysis exploits only the within-person variation in behavior. This removes time-invariant, player-specific effects on the nitrogen application decision that are unobserved to us as researchers (e.g., years of experience growing wheat).

Assessment of the residuals in the second step then allows us to check whether individuals are systematically responding to forecasts. If participants indeed respond to forecasts in the same manner, then the average of the residuals from model 1 would reflect this. However, if participants are more responsive, but not necessarily in the same ‘direction,’ then it would be more useful to examine the variance of the responses (and therefore of the residuals) as the forecast probability for very wet (or dry) rainfall conditions increases. If, at some level of accuracy, the variance of residuals increases dramatically, this could suggest an accuracy threshold. With extreme weather conditions being the most threatening to winter wheat yields and thus the most salient to growers, we focus on whether the responses and residuals exhibit an accuracy threshold with respect to the forecasts for ‘very wet’ (‘very dry’) conditions in our analysis, the percentages of which are noted under the column titled ‘Very wet’ (‘Very dry’) in table 1.

We repeat this procedure with our experimental outcomes at the March juncture, except we slightly modify the nitrogen application model in the first step to account for dependence on February application decisions \( (N_{feb_{i,r}}) \) and rainfall \( (R_{feb_r}) \):

\[
N_{mar_{i,r}} = \phi_0 + \phi_1 r + \phi_2 r^2 + \phi_3 \text{harvest}_{i,r-1} + \phi_4 R_{feb_r} + \phi_5 R_{feb_r}^2 + \phi_6 N_{feb_{i,r}} + \phi_7 N_{feb_{i,r}}^2 + e_{i,r} \quad (2)
\]

We then estimate the mean and variance of the residuals from the March application model, \( \hat{e}_{i,r} \), using the estimated coefficients in equation 2.
3. Results

a. Survey

There were approximately 150 participants present in the conference auditorium where the survey and experiment took place. A total of 69 participants began the questionnaire and 47 answered at least 90 percent of the questions; 52 people completed the game, where completion is defined as finishing all twelve rounds of the experiment. Table 3 presents the composition of respondents. The percentage of those reporting that they make the decisions as farmers—whether exclusively or in combination with farm consulting—is between one-third and 40 percent, depending on the activity (questionnaire or experiment). Consultants were just as prevalent as farmers, which was not surprising, given that consultants could earn Continuing Education Credits for attending various sessions of the conference. The next prevalent category is that of participants identifying as ‘other.’ Participants identifying as ‘other’ were asked to state their alternative capacity. These answers included researchers, fertilizer dealers/applicators, and a crop monitor. Finally, as table 3 shows, a sizable portion of participants chose not to answer this question.

In general, the response rates for questions listed at the beginning of the questionnaire are higher than for those at the end. This could be because the questionnaire opened with questions that are easier to answer, and reserved the more cognitively taxing and/or sensitive questions for the end. We do not think that participants were time-constrained. Because very few respondents answered every single question in the questionnaire, summary statistics are taken over all participants who responded with an answer to the specific question. As such, different sets of statistics are based on slightly different subsets of the participants. (Recall that the response rates are noted next to each question, in the appendix.)
Table 4 shows the rates at which participants responded in the affirmative to the eight listed sources of weather forecasts, as well as to ‘other’ forecasts, which farmers then specified. The most consulted source is the local television news, which typically provides a five-day forecast. While participants may appear to consult shorter-term forecast products far more than longer-term products, the observed pattern could simply reflect a preference among forecast sources, rather than particular forecast types. We found other patterns in these responses, which are obscured by these summary statistics: Twenty-three percent of participants reported regularly relying on just one (listed) source. Invariably, these participants consulted seven-day daily forecast products. The median number of weather forecast sources is two; 38 percent consult exactly two of the listed sources. These two-source participants typically consult two different seven-day forecast products, although a handful in this category consult the 45-day Accuweather forecast and a seven-day forecast. Those consulting the month-ahead and three-month ahead forecasts are those who consult four and five different sources.

In table 5, we summarize the ‘best’ nitrogen application strategies stated (in response to five March conditions, if conditions were known with certainty). These responses are categorized into four general types: i) those who always split their application but adjust the total amount applied based on the condition; ii) those who switch their application timing (split v. single), but apply the same total nitrogen; iii) those who switch their timing and adjust the total applied; and iv) those who always split their application and always apply the same amount of total nitrogen. Given that the goal of the experimental portion is to detect the effect of forecasts and their accuracy on nitrogen application strategies, it was important to know if and how farmers would modify their application methods in response to different conditions, if these conditions were known with certainty. If farmers do not change their application timing/rates in this context, then they would be unlikely to vary their behavior in response to variations in forecast accuracy in the experiment.
Of the 28 respondents who responded to this question and completed the experiment, seven participants stated that they would always split their application and apply the same total amount of fertilizer, regardless of the rainfall condition. However, most managers would adjust their application practices in response to forecasts if managers believed that they were perfect.\(^4\)

In terms of yield expectations, the average respondent considered a yield of 91 bushels per acre to be very good. What was considered to be a very good yield ranged from 50 to 145 bushels per acre, with the standard deviation (s.d.) being 16. A fairly good yield was, on average, 79 bushels (per acre), with a s.d. of 15; a typical yield was 71 bushels (s.d.: 14); a mediocre yield was 61 bushels (s.d.: 12); and a bad yield was 50 bushels per acre (s.d.: 14). The large variation in yield definitions likely arises from the heterogeneity in seed varieties, soil types, the extent to which farming contributes to the managers’ livelihoods (i.e., whether it is the primary income source), and the fertilizer application practices themselves.

In terms of rainfall definitions, the average respondent considered a (monthly) rainfall rate of less than 1.5 inches (s.d.: 0.69) to be drought conditions and a rate greater than 6.7 inches per month (s.d.: 1.37) to be waterlogging conditions, as mentioned previously. Respondents considered the lower bound of ‘normal’ to be 3.5 inches (s.d.: 0.82) and the upper bound 4.9 inches (s.d.: 0.91). The high variation in rainfall definitions is likely to arise from the heterogeneity in local microclimates, as well as the drainage properties of the different soil types found across the farms.

While an analysis of the factors influencing yield and rainfall definitions would be interesting, we consider it beyond the scope of this paper. Lastly, participants reported requiring anywhere from zero days to 180 days of advance notice to plan or arrange for nitrogen applications, with 17 percent stating either 30 or 45 days, and 47 percent with responses between five and ten days. It is

\(^4\)Of the 47 total respondents to this question, ten responded that they would not change their nitrogen application choices in response to the different conditions. We do not show all 47 responses in the interest of space.
for this last group that week-ahead forecasts are likely to be of greatest relevance. This confirmed that most managers needed ‘lead time’ for their top-dressing operations, and that this adjustment time may create costs for farmers who do not act strategically with respect to nitrogen application.

b. Experiment

We begin by graphically examining the relationship between nitrogen application responses and the probabilities associated with the two extreme events, ‘very wet’ and ‘very dry.’ Figure 1, panel A summarizes the distribution of responses in the experiment for very wet and very dry February forecasts by forecast probability, ranging from 10 to 50 percent. These box-and-whiskers plots suggest the existence of an accuracy threshold for modifying February application rates, at least for very wet forecasts. As panel A shows, the distribution of application rates is largely unchanged as the probability of a very wet outcome increases from ten (corresponding to a ‘normal’ forecast) percent to 40 percent. However, when the probability of a very wet event is 50 percent, the distribution of responses is wider, with more participants choosing to forego February application altogether (i.e., opting for a single application). This pattern suggests that participants may indeed follow a rule-of-thumb (static) strategy, deviating only once the forecast probability for very wet conditions is 50 percent or higher. Panel B shows a similar response with respect to very dry forecasts; the effect, however, is more subtle. We similarly visualize March responses (panel B of figure 1), but keep in mind that these results are driven not only by forecasts, but also by February application rates and February rainfall outcomes.

While informative, these aggregate plots may mask important heterogeneity in behavioral responses. We thus check the response patterns of individual players. Figure 2 shows the February

5 For example, per table 1, the response to the forecast ‘100% drier’ will be treated as the forecast ‘60 % very dry,’ since this is the probability associated with ‘very dry’ on the pie chart depicting this forecast.
application responses to both very wet and very dry forecast probabilities for 16 randomly-selected
participants (approximately every fourth participant). From these individual examples, we can
draw several conclusions: First, some participants employed perfectly static strategies—that is,
they applied the same rate of fertilizer irrespective of the forecasts (e.g., players 114 and 170).
Indeed, eight out of 52 participants did just that. Second, extreme conditions appear to cause some
participants to skip the February application altogether (e.g., players 138, 245, and 132). Such
a pattern is observed in 15 cases. Third, some participants show a pattern of systematically in-
creasing fertilizer applications in response to forecasts of higher-probability ‘very wet’ forecasts,
applying the most in response to the wettest forecasts (e.g., players 117 and 130). Lastly, we ob-
serve that the responses are ‘noisy’ even within individuals, possibly because they are ‘gambling’
during the game (e.g., player 249) or simply learning and recalibrating their responses with each
round.

c. Regression Analysis

Regression results are shown in table 6, and the means and variances of the residuals are shown
in table 7. The variation in these residuals can be thought of as the variation in the player responses
once the effects due to learning, previous-round performance, and February outcomes (in the case
of the March decisions) have been purged. In table 6, we see that there is weak evidence of learning
(as evidenced by the coefficients on round and round, squared). There is some evidence that par-
ticipants are increasing their nitrogen applications with each round, but the estimated coefficients
for these variables are not statistically different from zero at conventional levels of significance.
However, the performance in the previous round appears to affect the amount of nitrogen applied
in February (5 percent level of statistical significance). Specifically, doing poorly in the previ-
ous round appears to cause participants to apply more fertilizer in February. We also see that the
March application rate is strongly influenced by the February application rate (5 percent level of statistical significance). In fact, the coefficient is almost exactly unity, which is consistent with a model of participants having a benchmark total amount that they aim to apply between the two applications. Finally, the rainfall experienced in February has a statistically significant effect on the amount applied in March; the greater the rainfall in February, the more is applied in March.

As for the residuals themselves, their variances and means are presented in table 7, by forecast probability. These residuals are from estimating the specifications in equations 1 and 2. This information is also depicted graphically as box-and-whiskers plots in figures 3(A) (February) and 3(B) (March). Visually, it is apparent that the variance in February application rates dramatically increases when the probability of very wet conditions reaches 50 percent (Figure 3(a), panel I). As evidenced by the 25th-percentile value of -42 lbs/acre, applying zero nitrogen suddenly becomes a common response. This effect is apparent in the table 7 as well. In panel A, we see that when the probability of very wet conditions is 50 percent, the mean of the residuals falls to -8.73 lbs/acre and their variance jumps to 23.78.

When forecasts are for near-normal conditions, the fertilizer application rates given by respondents appear to be largely uninfluenced by the forecasts. However, when forecasts predict a particular adverse event (e.g., very wet conditions) with ‘high-enough’ probability, respondents change their fertilizer application rates. The case of February responses to very wet forecasts is our only example of possible ‘threshold’ behavior, but it is also compelling. Our data strongly suggest the existence of one particular accuracy threshold: between 40 and 50 percent probability, for very wet conditions.

---

6Note that the lines on the box-and-whiskers plots represent percentiles of the distribution (25th, 50th, and 75th) rather than the mean, and so the lines in the graphs will not necessarily align with the mean and standard deviations presented in table 7.
4. Summary and discussion

We draw on data from a framed field experiment and a questionnaire to answer the questions: i) Does there exist an accuracy threshold below which managers appear not to act upon forecasts? ii) Which types of events elicit changes in management? And iii) what is the relative importance of forecasts, compared to that of heuristics? The answers to these questions shed light upon the precise role that accuracy plays in managers’ decisions to consult forecasts. Our experimental results suggest the existence of an accuracy threshold for very wet conditions that lies between 40 and 50 percent. They also corroborate anecdotal evidence that—when it comes to spring nitrogen applications on wheat—managers are most concerned with very wet conditions, an intuitive finding given the sensitivity of wheat to waterlogging, the difficulty of moving machinery when conditions are wet, and the increased risk of fertilizer run-off with excessive rainfall. Forecasts for very dry conditions elicited no discernible responses, at least over the probabilities presented in our game. Lastly, both experimental and survey results show that a portion of managers is unlikely to alter their management strategies no matter how their expectations of precipitation change. We observed that some game participants simply applied the same amount of nitrogen in response to all forecasts. Were they being ‘lazy’ game players? The questionnaire responses suggest not; nearly a quarter of respondents stated that they would not change their application amounts, even in the presence of perfectly accurate forecasts for specific events. To these respondents, fertilizer application choices are simply independent of expectations of precipitation.

We conclude that accuracy played a substantial role in explaining participants’ choices in the game. The implication is that unless week-ahead forecasts for ‘very wet’ conditions can be made with probabilities exceeding 50 percent (something that is presently impossible), managers will not
alter their spring nitrogen application choices. The broader implication is that users of forecasts and decision-support tools are sensitive to the accuracy of information.

However, accuracy alone will not explain whether a user pays attention to forecasts. These findings echo those of Morss et al. (2010), who also find a forecast probability threshold for rainfall at which there is an upward jump in the number of respondents stating that they would take some protective action (i.e., move a planned picnic indoors). They conclude that most respondents appear to understand probability forecasts (at least for germane events such as rainfall), but that comprehension of probability forecasts is not necessarily predictive of their use. Consulting and digesting information such as forecasts likely takes both time and cognitive energy. Indeed, McCown (2012) observes that managers often rely on heuristics and strategies based on intuition, saving their deliberative consultation and strategies (in their case, using the FARMSCAPE yield simulator) for out-of-the-ordinary situations.

Our study provides insights that can help public entities to direct their efforts when creating decision-support tools. First, some outcomes are more important to predict than others. Second, managers likely rely on rules-of-thumb, rather than re-calculting their choices with every piece of information, most of the time. Third, farmers are heterogeneous in their general attitudes toward forecasts, which is likely influenced by heterogeneity in the ‘stakes’ of making the correct choices.

We discuss several limitations to our study that should be kept in mind. First, aside from the self-reported participant types in table 3, it is difficult to know the extent to which our participants represent the ‘typical’ agricultural manager. The questionnaire did not ask questions about operator age, gross farm income, and education level. While these questions would have allowed a comparison of sample characteristics to state-level summary statistics for the farmers, these questions might have also been perceived as being sensitive and hence increased non-response. Despite the uncertainty surrounding the representativeness of our participants, we present our results be-
cause they are interesting in their own right; to the best of our knowledge, these types of questions
have never been posed to any group of agricultural managers. Future work that examines the
forecast responses of agricultural managers in other areas would be helpful to assess the extent to
which our results are more generally applicable.

Second, although the questionnaire reveals great heterogeneity among forecast users, our limited
sample size means that the study is unable to formally test the effects of this heterogeneity on
forecast use and threshold behavior. Forecast usage likely varies depending on factors from soil
type and acres managed to lead time and crop insurance enrollment. While we capture some
of these variables in our questionnaire, we do not incorporate these into the regression analysis,
since not all game players completed the questionnaire, and doing so would have further reduced
our sample size. Moreover, forecast usage could be based on factors that were not assessed in
our questionnaire, such as differing risk preferences or information costs. Any or all of these
sources of heterogeneity can contribute to the existence of and variation in accuracy thresholds
and the decision to rely on heuristics instead of forecasts. We echo many others in the field by
concluding that a better understanding of the various mechanisms that lead to threshold behavior
would certainly be informative to forecast designers, and additional research in this regard would
be valuable.

Lastly, this study is unable to discern between a) managers ignoring the forecast and simply
relying on their heuristics and b) managers choosing the same actions after having paid attention
to and consulted the forecasts. While it is beyond the scope of this analysis, future work could
estimate the value of ‘paying attention’ to forecasts by combining a theoretical model with a crop
simulation model. Use of a crop simulation model would enable us to make these values farm-
specific. One could then compare stated management responses against the these estimated gains
from paying attention.
Public institutions have, for decades, been working on improving the accuracy of their forecast products and disseminating these as public goods, often lamenting the apparent indifference with which these are met. Is a turning point at hand? The fact that private entities—the Climate Corporation being a example—have recently joined the public institutions in providing weather and climate forecasts could be interpreted as a sign that some information products are indeed starting to surpass minimum-accuracy thresholds. This, combined with more strategic choices in generating and designing tools, could herald a new era in the development of forecast-based decision-support tools.
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# TABLE 1. Forecasts used in experiment *(Source: Author)*

<table>
<thead>
<tr>
<th>Forecast</th>
<th>(VD)</th>
<th>(FD)</th>
<th>(NO)</th>
<th>(FW)</th>
<th>(VW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘100% drier’ (D100)</td>
<td>60</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>‘90% drier’ (D90)</td>
<td>50</td>
<td>40</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>‘80% drier’ (D80)</td>
<td>40</td>
<td>40</td>
<td>20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>‘70% drier’ (D70)</td>
<td>40</td>
<td>30</td>
<td>30</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>‘60% drier’ (D60)</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>‘50% drier’ (D50)</td>
<td>20</td>
<td>30</td>
<td>30</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>‘normal’ (NO)</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>‘50% wetter’ (W50)</td>
<td>0</td>
<td>20</td>
<td>30</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>‘60% wetter’ (W60)</td>
<td>0</td>
<td>10</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>‘70% wetter’ (W70)</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>‘80% wetter’ (W80)</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>‘90% wetter’ (W90)</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>‘100% wetter’ (W100)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>40</td>
<td>60</td>
</tr>
</tbody>
</table>

*Notes:* Table 1 presents the set of all forecast probability distributions from which we chose the specific forecasts for the experiment.
TABLE 2. Experiment forecasts and outcomes, by round (Source: Author and experiment)

<table>
<thead>
<tr>
<th>Round</th>
<th>February Forecast</th>
<th>February Outcome</th>
<th>March Forecast</th>
<th>March Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>D80</td>
<td>VD</td>
<td>NO</td>
<td>VD</td>
</tr>
<tr>
<td>2</td>
<td>W80</td>
<td>VW</td>
<td>W70</td>
<td>FW</td>
</tr>
<tr>
<td>3</td>
<td>D90</td>
<td>VD</td>
<td>D90</td>
<td>VD</td>
</tr>
<tr>
<td>4</td>
<td>W60</td>
<td>VW</td>
<td>D60</td>
<td>VD</td>
</tr>
<tr>
<td>5</td>
<td>W70</td>
<td>NO</td>
<td>W90</td>
<td>FW</td>
</tr>
<tr>
<td>6</td>
<td>NO</td>
<td>VW</td>
<td>D80</td>
<td>VD</td>
</tr>
<tr>
<td>7</td>
<td>D60</td>
<td>FD</td>
<td>W60</td>
<td>NO</td>
</tr>
<tr>
<td>8</td>
<td>D50</td>
<td>NO</td>
<td>D50</td>
<td>FW</td>
</tr>
<tr>
<td>9</td>
<td>W90</td>
<td>FW</td>
<td>W90</td>
<td>FW</td>
</tr>
<tr>
<td>10</td>
<td>D70</td>
<td>VD</td>
<td>D70</td>
<td>FD</td>
</tr>
<tr>
<td>11</td>
<td>W50</td>
<td>FW</td>
<td>W50</td>
<td>VW</td>
</tr>
<tr>
<td>12</td>
<td>NO</td>
<td>VD</td>
<td>W80</td>
<td>VW</td>
</tr>
</tbody>
</table>

Notes: Table 2 presents the February and March forecasts shown to the participants, along with the outcomes indicated by the prize wheel. The horizontal lines indicate the breaks where participants shared their experiences with the group.
# Table 3. Composition of participants (Source: Survey)

<table>
<thead>
<tr>
<th>Participants</th>
<th>Initiated Survey</th>
<th>Completed Survey</th>
<th>Completed Game</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count (N=69)</td>
<td>Count (N=47)</td>
<td>Count (N=52)</td>
</tr>
<tr>
<td></td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
</tr>
<tr>
<td>Farmer (excl.)</td>
<td>19 (27.5)</td>
<td>15 (31.9)</td>
<td>14 (26.9)</td>
</tr>
<tr>
<td>Farmer + consultant</td>
<td>8 (11.6)</td>
<td>5 (10.6)</td>
<td>4 (7.7)</td>
</tr>
<tr>
<td>Consultant (excl.)</td>
<td>18 (26.1)</td>
<td>17 (36.2)</td>
<td>15 (28.8)</td>
</tr>
<tr>
<td>Agent (excl.)</td>
<td>6 (8.7)</td>
<td>3 (6.4)</td>
<td>5 (9.6)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (13.0)</td>
<td>5 (10.6)</td>
<td>8 (15.3)</td>
</tr>
<tr>
<td>Not reported</td>
<td>9 (13.0)</td>
<td>2 (4.2)</td>
<td>6 (11.5)</td>
</tr>
</tbody>
</table>

Notes: Column 1 of table 3 shows the composition of participants who initiated the questionnaire, whereas column 2 describes those who completed the questionnaire. Column 3 describes those who participated in all twelve rounds of the game. ‘N’ refers to the total number of participants in a column. The category ‘Other’ includes researchers, industry representatives, crop monitors, and those involved in non-profits. The most prevalent participant type were those who claimed to be a farmer and/or a consultant. Not all participants who initiated the survey completed it, and of those samples the share that did not respond ranged between 4 and 13 percent.
### Table 4. Weather forecast products regularly consulted *(Source: Survey)*

<table>
<thead>
<tr>
<th>Weather product</th>
<th>total=69</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weather forecast on local television news</td>
<td>49</td>
<td>(71.0)</td>
</tr>
<tr>
<td>The Weather Channel, 7-day daily forecast</td>
<td>39</td>
<td>(56.5)</td>
</tr>
<tr>
<td>National Weather Service, 7-day daily forecast</td>
<td>30</td>
<td>(43.3)</td>
</tr>
<tr>
<td>Accuweather 45-day forecast</td>
<td>16</td>
<td>(23.2)</td>
</tr>
<tr>
<td>Climate Prediction Center, 6-to-8-day-ahead forecast</td>
<td>5</td>
<td>(7.2)</td>
</tr>
<tr>
<td>Climate Prediction Center, 8-to-14-day-ahead forecast</td>
<td>2</td>
<td>(2.9)</td>
</tr>
<tr>
<td>Climate Prediction Center one-month-ahead forecast</td>
<td>3</td>
<td>(4.4)</td>
</tr>
<tr>
<td>Climate Prediction Center three-month-ahead forecast</td>
<td>1</td>
<td>(1.4)</td>
</tr>
<tr>
<td>Other (specified by respondent):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intellicast 7-to-10-day forecast</td>
<td>5</td>
<td>(7.2)</td>
</tr>
<tr>
<td>DTN Weather, unspecified product</td>
<td>2</td>
<td>(2.9)</td>
</tr>
<tr>
<td>Weather Underground, unspecified product</td>
<td>2</td>
<td>(2.9)</td>
</tr>
<tr>
<td>Accuweather 7-day forecast</td>
<td>2</td>
<td>(2.9)</td>
</tr>
<tr>
<td>Smartphone app. (e.g., AeroWX, MyCast, Weather Bug)</td>
<td>3</td>
<td>(4.3)</td>
</tr>
</tbody>
</table>

*Notes:* Table 4 presents sources of weather forecast that respondents selected. Respondents were asked to list their source if their forecast tool was not listed in the questionnaire. These listed sources are categorized under “other” in the table. Because these are respondent-specified sources, their percentages are likely to understate the actual use. Generally, the most consulted source was the local television news, though the median participant consulted two sources.
TABLE 5. Optimal application rates, by producer type and rainfall (Source: Survey)

<table>
<thead>
<tr>
<th>Total Nitrogen applied (lbs/acre)</th>
<th>single</th>
<th>split</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type 1: Switch methods, Adjust total nitrogen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very dry</td>
<td>Fairly dry</td>
<td>Normal</td>
</tr>
<tr>
<td>80</td>
<td>90</td>
<td>120</td>
</tr>
<tr>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>Type 2: Always split, Adjust total nitrogen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very dry</td>
<td>Fairly dry</td>
<td>Normal</td>
</tr>
<tr>
<td>35</td>
<td>35</td>
<td>25</td>
</tr>
<tr>
<td>75</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>80</td>
<td>90</td>
<td>80</td>
</tr>
<tr>
<td>90</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>105</td>
<td>120</td>
</tr>
<tr>
<td>120</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>100</td>
<td>110</td>
<td>115</td>
</tr>
<tr>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>120</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td><strong>Type 3: Switch methods, Same total nitrogen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very dry</td>
<td>Fairly dry</td>
<td>Normal</td>
</tr>
<tr>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>150</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td><strong>Type 4: Always split, Same total nitrogen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very dry</td>
<td>Fairly dry</td>
<td>Normal</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
</tbody>
</table>

Notes: The rainfall conditions are for March. The responses were elicited using the question, "Given each of these March conditions, what is your best nitrogen application strategy?" Each row represents a participant's response, where we have categorized producers into four "types." A cell with a bolded number indicates that the manager's optimal response under a particular condition would be to do a single application (apply once, in early March). The non-bolded numbers indicate split applications (divide the total among two applications, in late February and early March); the number in any of these cells is the sum of the optimal February and March rates. Note that these non-bolded numbers obscure any adjustments made in terms of the proportion applied in February versus the proportion applied in March. Visually, it is clear that most managers would split their applications under most conditions. And if it were known with certainty that conditions would be 'normal,' nearly all participants state that they would split their applications.

33
Table 6. Regression results (Source: Experiment)

<table>
<thead>
<tr>
<th>Nitrogen Application</th>
<th>February application</th>
<th>March application</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(1’)</td>
</tr>
<tr>
<td>Round</td>
<td>-.083</td>
<td>-.049</td>
</tr>
<tr>
<td></td>
<td>(.788)</td>
<td>(.666)</td>
</tr>
<tr>
<td>Round, squared</td>
<td>.037</td>
<td>.033</td>
</tr>
<tr>
<td></td>
<td>(.058)</td>
<td>(.049)</td>
</tr>
<tr>
<td>Prev. harvest (1=bad; 5=very good)</td>
<td>-1.595 **</td>
<td>-2.195 **</td>
</tr>
<tr>
<td></td>
<td>(.591)</td>
<td>(.554)</td>
</tr>
<tr>
<td>Feb. rainfall rate (in./month)</td>
<td></td>
<td>2.214 **</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.858)</td>
</tr>
<tr>
<td>Feb. rainfall rate, squared</td>
<td></td>
<td>-.192 *</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.096)</td>
</tr>
<tr>
<td>Feb. application (lbs/acre)</td>
<td>-1.000 **</td>
<td>-1.080 **</td>
</tr>
<tr>
<td></td>
<td>(.096)</td>
<td>(.093)</td>
</tr>
<tr>
<td>Feb. application, squared (lbs/acre)</td>
<td>.007 **</td>
<td>.008 **</td>
</tr>
<tr>
<td></td>
<td>(.001)</td>
<td>(.001)</td>
</tr>
<tr>
<td>Observations:</td>
<td>628</td>
<td>628</td>
</tr>
<tr>
<td>Respondent fixed effect</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Regression F stat.</td>
<td>4.46</td>
<td>5.89</td>
</tr>
<tr>
<td>Adj. R-squared</td>
<td>.0163</td>
<td>.3003</td>
</tr>
</tbody>
</table>

Notes: Table 6 presents the regression results from estimating equation 1 without and with respondent fixed effects (respectively, columns 1 and 1’), and equation 2 without and with respondent fixed effects (respectively, columns 2 and 2’). Standard errors are given in parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1. Performance in the previous round is a strong predictor of the amount of nitrogen applied. Furthermore, the March application rate is strongly influenced by the February application rate. The 628 observations are generated by 52 respondents.
Table 7. Regression residuals, by forecast probability (Source: Experiment)

<table>
<thead>
<tr>
<th>pr(VW)</th>
<th>pr(VW)=0.1</th>
<th>pr(VW)=0.2</th>
<th>pr(VW)=0.3</th>
<th>pr(VW)=0.4</th>
<th>pr(VW)=0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.433</td>
<td>-.568</td>
<td>.946</td>
<td>2.811</td>
<td>-8.726</td>
</tr>
<tr>
<td>Variance</td>
<td>11.043</td>
<td>14.199</td>
<td>17.640</td>
<td>17.186</td>
<td>23.775</td>
</tr>
<tr>
<td>pr(VD)=0.1 pr(VD)=0.2 pr(VD)=0.3 pr(VD)=0.4 pr(VD)=0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.433</td>
<td>3.083</td>
<td>-.728</td>
<td>.661</td>
<td>-1.645</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>pr(VW)</th>
<th>pr(VW)=0.1</th>
<th>pr(VW)=0.2</th>
<th>pr(VW)=0.3</th>
<th>pr(VW)=0.4</th>
<th>pr(VW)=0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-.852</td>
<td>-2.261</td>
<td>2.242</td>
<td>1.594</td>
<td>-.164</td>
</tr>
<tr>
<td>Variance</td>
<td>15.862</td>
<td>16.986</td>
<td>9.041</td>
<td>11.983</td>
<td>12.829</td>
</tr>
<tr>
<td>pr(VD)=0.1 pr(VD)=0.2 pr(VD)=0.3 pr(VD)=0.4 pr(VD)=0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-.852</td>
<td>-1.667</td>
<td>-.064</td>
<td>.439</td>
<td>-1.063</td>
</tr>
</tbody>
</table>

Notes: Table 7 presents the mean and variance of residuals (in units of lbs per acre) by probability of a very wet (VW) and a very dry (VD) forecast for the February application (Panel A) and the March application (Panel B). Once the probability of a very wet forecast reaches 50 percent (pr(VW)=0.5), there is a drastic change in both the mean and variance of the amount of nitrogen applied in February, indicative of threshold behavior.
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Fig. 1. Application Rates by Forecast Probability (Source: Experiment)

Notes: Figure 1, panel A summarizes the distribution of responses for very wet and very dry February forecasts by forecast probability, ranging from 10 to 50 percent. Nitrogen amounts in pounds per acre are displayed on the Y axis, and probability of rainfall conditions are on the X axis. Panel B does the same for March forecasts. Box plots denote the median value (middle line), the 75th and 25th percentile values (the top and bottom of the box, respectively), the highest and lowest values (the top and bottom whiskers, respectively), and outliers (the dots). The distribution of application rates is largely unchanged for probabilities of a very wet outcome of up to 40 percent, but then becomes much more dispersed once the probability of a very wet event reaches 50 percent. This pattern suggests the existence of an accuracy threshold for modifying application rates.
**Fig. 2.** February fertilizer application responses, a randomly-selected sample (Source: Experiment)

Notes: Figure 2 shows the February application responses to both very wet (solid dots) and very dry (hollow dots) forecast probabilities for 16 randomly-selected participants. Nitrogen amounts in pounds per acre are displayed on the Y axis, and probability of rainfall conditions are on the X axis. These plots reveal that respondents are heterogeneous, but that some patterns also emerge: (i) some do not alter their strategies at all, (ii) extreme events cause players to skip the February application, and (iii) some respondents appear to increase fertilizer in response to very wet forecasts.
Notes: Figure 3, panel A presents box-and-whiskers plots of residuals from estimating equation 1 for very wet and very dry February forecasts by forecast probability. Nitrogen amounts in pounds per acre are displayed on the Y axis, and probability of rainfall conditions are on the X axis. Panel B presents similar figures of residuals from estimating equation 2 (March application rates). Box plots denote the median value (middle line), the 75th and 25th percentile values (the top and bottom of the box, respectively), the highest and lowest values (the top and bottom whiskers, respectively), and outliers (the dots). As with figure 1, the variance in February application rates increases dramatically when the probability of very wet conditions reaches 50 percent even after controlling for learning effects through the regression, and is indicative of a behavioral response with respect to an accuracy ‘threshold.’
Please note: By turning in this form, you agree to participate in this session and to let us study your answers.

Sources of weather information

1. Which of these weather forecast products do you regularly consult? (Check all that apply.) N=69 (100%)
   - Weather forecast on local television news
   - The Weather Channel, 7-day daily forecast
   - Accuweather 45-day forecast
   - National Weather Service, 7-day daily forecasts
   - Climate Prediction Center, 6 to 8 day ahead forecast
   - Climate Prediction Center, 8 to 14 day ahead forecast
   - Climate Prediction Center, one-month ahead forecast
   - Climate Prediction Center, three-month ahead forecast
   - Other—please specify: __________________________________________

Wheat production practices

2. In what form do you usually apply nitrogen? (Check one.) N=66 (95%)
   - Ammonium nitrate
   - Urea
   - UAN solution
   - Prill
   - Manure—please specify type: ________________________________
   - Other—please specify type: ________________________________

3. What is the average price that you pay for this fertilizer? $_________(unit_________) N=34 (49%)

4. What is your main soil type? ________________________________ N=49 (71%)

5. What variety(ies) do you currently grow? __________________________ N=53 (76%)

Fig. A1. Questionnaire, Page 1 of 4
Past Experiences

6. Wheat yields on your farm

On your farm, what is a ‘very good’ yield (farm average)? _____ bu/acre
On your farm, what is a ‘good’ yield? _____ bu/acre
On your farm, what is a ‘typical’ yield? _____ bu/acre
On your farm, what is a ‘mediocre’ yield? _____ bu/acre
On your farm, what is a ‘bad’ yield? _____ bu/acre

N=55 (79%)

7. Spring precipitation

N=43 (62%)

Here’s a drawing of a rain gauge. Think about the month of March. Now think about total monthly precipitation (including snow) at that time of year. For reference, Lexington got 4.1 inches during all of last March.

*Note that 1 inch of snow is approximately .1 inch of precipitation.

-First, shade in the area on the gauge that you would consider ‘normal’ or typical levels.
-Now shade in the area that constitutes ‘waterlogging’ levels, given your soil type.
-Finally shade in the area that constitutes ‘drought’ levels.

<Rain gauge image with inch markings pasted here.>

EXAMPLE

waterlogging

normal
drought
8. How often do you see these March conditions on your farm?  

Very wet (waterlogging): _____ out of ten years
Fairly Wet: _____ out of ten years
Normal: _____ out of ten years
Fairly dry: _____ out of ten years
Very dry (drought conditions): _____ out of ten years

9. Given each of these March conditions, what is your best nitrogen application strategy?  

Assume the following:
- The preceding corn crop had low to average yields.
- Early spring soil conditions are moderately dry.
- High and low temperatures are predicted to be ‘normal’ for this time of year.

Very wet  □ single: _____ lbs/acre  or  □ split: _____/_____ lbs/acre
Fairly wet □ single: _____ lbs/acre  or  □ split: _____/_____ lbs/acre
Normal □ single: _____ lbs/acre  or  □ split: _____/_____ lbs/acre
Fairly dry □ single: _____ lbs/acre  or  □ split: _____/_____ lbs/acre
Very dry □ single: _____ lbs/acre  or  □ split: _____/_____ lbs/acre

10. How far in advance do you need to plan or arrange for your nitrogen applications?  

□ _________ days

N=59 (85%)  
N=47 (68%)  
N=53 (81%)
Farm and operator

11. In what capacity do you make these decisions? (Check all that apply.)
   □ farmer
   □ consultant
   □ ag. agent
   □ other—please specify: ____________________________

   N=60 (89%)

12. In what county or counties is your wheat operation? ____________ County

   N=55 (79%)

13. How many acres was your total wheat operation last year? ___________ acres

   N=45 (65%)

14. Do you consider farming your primary income source? □ Yes □ No

   N=56 (81%)

15. How often do you access the internet (using a computer or a smartphone)?
   (Check one.)
   □ rarely
   □ a few times a month
   □ a few times a week
   □ at least once a day

   N=62 (89%)

16. Have you purchased any of these crop insurance products for your wheat crop in the past 5 years? If so, check all that apply and indicate your coverage level.
   (Check all that apply and indicate coverage level.)

   □ Yield protection coverage level: ________ %
   □ Revenue protection coverage level: ________ %
   □ Revenue protection w/ harvest price exclusion coverage level: ________ %